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Cloud ïA Simple Definition

Lots of é

Servers

Storage

Carve it up and 

deliver é.

Into what looks like é

> Personal virtualized workstations

ÅUser defined

ÅOperating system (OS)

ÅPerformance

ÅCapacity

ÅCapacity/time based billing

> Even more personal storage units

ÅUser defined

ÅMulti -device data syncing

ÅCapacity/time based billing

Facilitated By Virtualization and High-Speed Networking



Genesis Of ADAPT

Discover HPC System

ADAPT 1.0

Å~3400 compute nodes

Å~50 petabytes shared storage

Å70+ petabytes tape storage

ÅMPI/batch environment

ÅBare metal processing

Å300+ hypervisors

Å10+ petabytes shared storage

ÅVirtual machines (VM)

ÅCustom management scripts

ADAPT 2.0
Å200+ hypervisors

ÅVMs

ÅOpenStack cloud software
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Started life as the Science Cloud, latter rebranded 

the Advanced Data Analytics Platform



ADAPT Highlights

Combination of new and old hardware

Å New equipment for storage and 
management
Å ~8PBs of file system storage

Å Over 500 hypervisors
Å Mix of Westmere, Sandy Bridge, 

Ivy Bridge and Broadwell 
processors

Å High-speed interconnect
Å GPUs K40s now, V100s soon
Both Linux and Windows virtual 

machines (VM)

Å Shell access to Linux VMs
Å Desktop (Guacamole) access to 

Windows VMs
Å Dual authenticated, NCCS LDAP
Å Script and OpenStack managed



ADAPT Target Users

Å Use large amounts of distributed observation and model data to 

generate science ïOR ïperform multiple numerical iterations for 

engineering (small data)

Å Launch loosely coupled processes requiring little to no 

synchronization

Å Require more agile development with many small runs; utilization 

can be low on average (cloud like)

Å Leverage third party tools ïPython, IDL, MATLAB, custom code

Å Need a flexible environment ïjobs run in custom user space, latest 

libraries

Å Concentrate on non-ITAR applications



Common Datasets

ÅAvailable for direct use

ÅIndividual investigators donôt have to invest 

time to locate and transfer data into system

ÅAvoids duplications of large datasets on 

system

ÅAdditional datasets can be added, including 

generated data 

Shared Directories and Common Datasets

LANDSAT

MODIS

MERRA

MERRA2

NGA

Shared Directories

Å$HOME

Å$NOBACKUP



Operating Systems

Linux (Debian, CentOS) and 

Windows Server2012

Commercial Tools

Intel Compiler (C, C++, 

Fortran), IDL (4 seats)

Open Source Tools

Python, NetCDF, GDAL, R, 

etc.

Open source tools: 
Å Very flexible

Å If the open source tool does not need elevated privileges to install, 

the user can install the software in their home or scratch directories

Å Commonly used tools may be installed in a shared directory for 

multiple users

Å If the tool requires elevated privileges, users should submit a ticket 

to the NCCS for assistance.

External License Servers

Software Stack

Virtual machines can be customized based on the end user application needs. The NCCS will 

work with you to create customized VMs specific to meet your needs. 

Job management:
Å Parallel sshïpdsh

Å SLURM batch queuing



ADAPT Use Cases

Science

ÅArctic Boreal Vulnerability 

Experiment (ABoVE)

ÅHigh Mountain Asia (HMA)

ÅHead in the Clouds

ÅArcGIS Activities

ÅIce, Cloud, and Land Elevation 

Satellite-2 (ICESAT-2)

ÅGoddard'sLiDAR,Hyperspectral 

& Thermal Imager(G-LiHT)

Engineering

ÅCALET (CALorimetric Electron 

Telescope for ISS)

ÅAsteroid Hunters ïNear Earth Objects

ÅLaser Communications Relay 

Demonstration (LCRD) Project ï

ITAR FPGA simulations

ÅWide Field Infrared Survey Telescope 

(WFIRST)

New users in italics

Remote Sensing, Big Data Numerical Iterations, Small Data



Forest Canopy Surface Elevations

Å Understanding forest patterns using DigitalGlobe high-

resolution satellite imagery

Å Using multiple VMs and Ames Stereo Pipeline (ASP) 

on ADAPT to process Digital Elevation Models
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